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Abstract. The problem of automatic question generation from text is
of increasing importance due to many useful applications. While deep
neural networks achieved success in generating questions from text para-
graphs, they mainly focused on a whole paragraph in generating ques-
tions, assuming all sentences are question-worthy sentences. However, a
text paragraph often contains only a few important sentences that are
worthy of asking questions. To that end, we present a feature-based sen-
tence selection method for identifying question-worthy sentences. Such
sentences are then used by a sequence-to-sequence (i.e., seq2seq) model
to generate questions. Our experiments show that these features signifi-
cantly improves the question generated by seq2seq models.
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1 Introduction

In recent years, automatic question generation (QG) has attracted a consider-
able attention in both machine reading comprehension [6, 34] and educational
settings [5, 33]. Automatic question generation aims to generate natural ques-
tions from a given text passage (e.g., a sentence, a paragraph). There are two
main categories of QG methods: rule-based approaches [18, 17] and deep neu-
ral network approaches based on sequence-to-sequence (seq2seq) models [6, 37,
29, 36]. Rule-based approaches mainly use rigid heuristic rules to transform the
source sentence into the corresponding question. However, rule-based methods
heavily depend on hand-crafted templates or linguistic rules. Therefore, these
methods are not able to capture the diversity of human-generated questions
[35], and also may not be transformed to other domains [33]. Recently, seq2seq
neural network models [6, 37, 29, 36] have shown good performance to generate
better-quality questions when a huge amount of labeled data is available. More-
over, it has been shown that utilizing the paragraph-level context can improve
the performance of seq2seq models in the question generation task [6, 36].
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Fig. 1. Sample paragraph from car manuals. Green sentences are question-worthy.

Most existing seq2seq methods generate questions by considering all sen-
tences in a paragraph as question-worthy sentences [6, 37, 29, 36]. However, not
all the sentences in a text passage (a paragraph or an article) contain important
concepts or relevant information, making them suitable for generating useful
questions. For example, in Figure 1 only the underlined sentences in a sam-
ple paragraph from a car manual dataset (one of datasets used to evaluate the
proposed method) are question-worthy (i.e., human may ask questions about
them), and other sentences are irrelevant. Therefore, extracting question-worthy
sentences from a text passage is a crucial step in question generation for gener-
ating high-quality questions.

Sentence selection has been investigated for the purpose of text summariza-
tion [26, 9, 11], where sentences in a document are ranked based on sentence-level
and/or contextual features. However, few works exist for sentence selection for
the task of question generation (QG). Recently, question-worthy sentence selec-
tion strategies using different textual features were compared for educational
question generation [4]. However, these strategies identify question-worthy sen-
tences by considering features individually, which may not be powerful enough
to distinguish between irrelevant and question-worthy sentences.

In this paper, we use two types of features: context-based and sentence-based
features to identify question-worthy sentences for the QG task. Given a passage
(e.g., a paragraph), our goal is to investigate the effectiveness of using these
features for extracting question-worthy sentences from the passage on the QG
performance. In addition, we consider using only the question-worthy sentences
in a passage as the context for question generation instead of using the whole pas-
sage. We incorporate the context into a seq2seq question generation model with
a 2-layer attention mechanism. We conduct comprehensive experiments on two
datasets: Car Manuals and SQuAD [24] and show that the proposed question-
worthy sentence selection method significantly improves the performance of the
current state-of-the-art QG approaches in terms of different criteria.

2 Related work

2.1 Question Generation

Question Generation (QG) can be classified into two categories. (1) rule-based
approach [21, 12, 19] and (2) neural network approach [6, 37, 29]. Rule-based
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methods rely on human-designed transformation or template-based approaches
that may not be transferable to other domains. Alternatively, end-to-end train-
able neural networks are applied to the QG task to address the problem of
designing hand-crafted rules, which is hard and time-consuming. Du et al. [6]
utilized a sequence-to-sequence neural model based on the attention mechanism
[1] for the QG task and achieved better results in contrast to the rule-based
approach [12] . Zhou et al. [37] further modified the attention-based model by
augmenting each input word vector with the answer position-aware encoding,
and lexical features such as part-of-speech and named-entity recognition tag
information. They also employed a copy mechanism [10], which enables the net-
work to copy words from the input passage and produce better questions. Both
works take an answer as the input sentence and generate the question from the
sentence accordingly.

Yuan et al. [34] introduced a recurrent neural model that considers the
paragraph-level context of the answer sentence in the QG task. Sun et al. [29] ad-
ditionally improved the performance of the pointer-generator network [27] modi-
fied by features proposed in [37]. Based on the answer position in the paragraph,
a question word distribution is generated which helps to model the question
words. Furthermore, they argued that context words closer to the answer are
more relevant and accurate to be copied and therefore deserve more attention.
They modified the attention distribution by incorporating trainable positional
word embedding of each word in the sentence w.r.t its relative distance to the
answer. Zhao et al. [36] improved the QG by utilizing paragraph-level infor-
mation with a gated self-attention encoder. However, these methods commonly
use the whole paragraph as the context. Our method uses only question-worthy
sentences in a paragraph as the context.

2.2 Feature and Graph-based Sentence Ranking and Selection

A variety of rich features have been used to score sentences in a text passage
for summarization purposes [26, 9, 11, 15]. In [26], the authors summarized these
features in two general categories: importance features and sentence relation
features. Importance features (e.g, length of a sentence, average term frequency
(Tf–idf) for words in a sentence, average word embedding of words in the sen-
tence, average document frequency, position of a sentence, and Stop words ratio
of a sentence) are considered to measure importance of a sentence individually.
Sentence relation features determine the content overlap between two sentences.

In [9], the number of named entities in a sentence was considered as one
of sentence importance features. In [23], three types of features: statistical, lin-
guistic, and cohesion, were applied to score sentences for selecting important
sentences. Statistical features assign weights to a sentence according to several
features: keyword feature, sentence position, term frequency, the length of the
word, and parts of speech tag. Linguistic features: noun and pronouns give higher
chances for sentences with more nouns and pronouns to be include in the sum-
mary. Cohesion features consider two kinds of features: grammatical and lexical.
In order to score and extract sentences that best describe the paragraphs, a
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graph-based model, TextRank [20] is used. In this approach, a graph is formed
by representing sentences as nodes and the similarity scores between them as
vertices. By using the PageRank algorithm [3], nodes with higher scores are cho-
sen as the significant sentences of a given paragraph. Another popular method
for deriving useful sentences is LexRank [7], which is a graph-based method cap-
turing the sentences of great importance based on the eigenvector centrality of
their corresponding nodes in the graph. SumBasic [31] is another algorithm in
which the frequency of words occurring across documents determines sentence
significance.

To select sentences for question generation, in [4], different textual features,
such as sentence length, sentence position, the total number of entity types,
the total number of entities, hardness, novelty, and LexRank measure [7] are
individually used to extract question-worthy sentences for a comparison purpose.
Here, we train a sentense selection classifier by using multiple features including
both context-based and sentence-based features.

3 Methodology

Given a text passage (e.g., a paragraph, a section or an article), our task is to
select question-worthy sentences from the passage that capture the main theme
of the passage, and use the selected sentences to generate questions. In this
section, we first introduce a question-worthy sentence extraction method that
extracts all question-worthy sentences from a paragraph. Then, we describe how
the question-worthy sentences of a paragraph are incorporated into a seq2seq
model that uses an attention strategy to generate questions. Figure 2 shows the
general view of the proposed method.

3.1 Feature-based question-worthy sentence extraction

Inspired by text summarization methods that extract rich features from a text
passage (a paragraph or an article) for identifying summary-worthy sentences
[26, 9, 11, 15], we develop a new question-worthy sentence selection method. We
consider question-worthy sentence selection as a classification task that evaluates
each sentence in the passage utilizing context-based and sentence-based features
of the sentence.

Given a training data set that contains a set of passages where each passage
consists of a sequence of sentences and each sentence is labelled as question-
worthy or not, our task is to learn a classifier from the training data that pre-
dicts the question-worthiness of a sentence in a passage. To learn such a classi-
fier, we first extract features of sentences in the training data and then train a
classifier based on the extracted features. The training data are represented as
D = {(x1, y1), . . . , (xn, yn)}, where xi, yi, n are the feature vector of the sen-
tence i, its label, and the number of sentences in D, respectively. The classifier
finds a mapping function F : X → Y , where X is the domain of input sentences
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Fig. 2. Proposed framework for question generation

and Y is the set of labels or classes (i.e., question-worthy or not). In our exper-
iment, a Random Forest classifier [13, 2] is trained to identify question-worthy
sentences due to its solid performance in text classification tasks, although other
classification methods can be used.

We use two groups of features to represent a sentence: context-based and
sentence-based features. Context-based features consider the passage which the
sequence is in and contain rank features and the tf–idf feature. The rank features
of a sequence are the ranks of the sentence in its passage obtained from differ-
ent text summarization methods. The intuition of using rank features is that
sentences with important and valuable information contents are ranked higher.
Therefore, high rank sentences are more suitable to ask question about. We em-
ploy four text summarization methods: TextRank [20], SumBasic [31], LexRank
[7], and Reduction [8]. We use four different ranking methods because different
ranking methods consider different sets of factors in sentence ranking and all
these factors can be considered when incorporating all of them in our sentence
representation. The sentence ranks generated by these summarization methods
are used as four rank features. To compute the tf–idf feature of a sequence, we
first compute the tf-idf value of each word in the sequence in the context of the
passage the sentence is in. That is, the term frequence of a word is the frequency
of the word in the sentence and the inverted document frequency of the word
is the number of sentences containing the word in the passage. We then use
the average tf–idf value of the words in a sentence as the tf–idf feature of the
sequence. Intuitively, the tf-idf value of a sentence measures the importance of
a sentence in its passage.
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We also use sentence-based features, which consider only the sentence without
its context. Sentence-based features are of two different types: POS-tag (Parts
of speech tag) and sentence importance features. Part-of-speech tagging is a
basic NLP task that classifies words into their parts of speech and labeling them
accordingly. We use six POS-tag features: (1) Number of verbs in a sentence,
(2) Number of nouns in a sentence, (3) Number of adjectives in a sentence, (4)
Number of adverbs in a sentence (5) Number of pronouns in a sentence, and (6)
Number of connection words in a sentence. Our sentence importance features
are the length of a sentence and the stop words ratio in a sentence [26].

3.2 Context-aware question generation

We use a seq2seq model to generate questions from question-worthy sentences
given a passage. In a seq2seq question generation model, the objective is to
generate a question Q for a text sequence S (e.g., a sentence that answers the
question). More formally, the main objective is to learn a model with parameter
θ∗ given a set of S and Q pairs by solving the following:

θ∗ = arg max
θ

∑
Q,S

logP (Q|S; θ), (1)

Here, we also consider the context of the input sentence S when generating
a question from S. We use the question-worthy sentences in the paragraph of
sentence S as the context C of S. Thus, our problem is to learn a model with
parameter θ∗ given a set of tuples 〈S,C,Q〉, such that:

θ∗ = arg max
θ

∑
Q,S,C

logP (Q|S,C; θ), (2)

To incorporate contexts into the seq2seq model, we use the same strategy pro-
posed in [25] for context-aware query reformulation, where a new attention strat-
egy (two-layer attentions) was introduced for incorporating the context of a
query into a seq2seq model. The model proposed in [25] is called Pair Sequences
to Sequence (Pair S2S) due to the fact that two input sequences are used to
generate one output sequence. In the encoder stage of Pair S2S model, both the
input sequence S = {wSt }Mt=1 and its context C = {wCt }Nt=1 (where wSt and wCt
represent the tth word in S and C, respectively, and M and N are the number
of words in S and C, respectively) are separately encoded as follows:

uSt = RNNS(uSt−1, e
S
t ) (3)

uCt = RNNC(uCt−1, e
C
t ) (4)

where eSt and eCt are the word embeddings for the context and the input sen-
tence, respectively. In the decoder stage, the traditional attention mechanism is
separately applied on the context and input sequence as follows:

cCt =

N∑
k=1

αCt,ku
C
k cSt =

M∑
k=1

αSt,ku
S
k (5)
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αCt,k =
ef(st,u

C
k )∑

ki
ef(st,uk

C
i )

αSt,k =
ef(st,u

S
k )∑

ki
ef(st,uk

S
i )

(6)

where st, c
C
t , cSt , αCt,k, αSt,k, and f are represents the internal state of recurrent

neural network(RNN) at time t, the attention vector for the context, the atten-
tion vector for the input sentence, the attention strength for the context, the
attention strength for the input sentence, and the attention function, respec-
tively. Then, another attention layer is applied to combine the attention vectors
of the input sequence and the context:

cC+S
t = βCc

C
t + βSc

S
t (7)

βC =
ef(st,c

C
t )

ef(st,c
S
t ) + ef(st,c

C
t )

(8)

βS =
ef(st,c

S
t )

ef(st,c
S
t ) + ef(st,c

C
t )

(9)

We apply the above two-layer attentions in [25]. For each input sentence, question-
worthy sentences extracted by the feature-based sentence selection method from
its corresponding paragraph are considered as the question-worthy context.

Table 1. Evaluation results for important sentence selection on SQuAD. The best
results is highlighted in boldface.

Method (SQuAD) Precision Recall Accuracy Macro-F1 Micro-F1

ConceptTypeMax 0.6021 0.3827 0.4679 0.4680 0.4682
ConceptMax 0.6021 0.3827 0.4679 0.4678 0.4681

LexRank 0.7610 0.4836 0.5915 0.5913 0.5916
Emb 0.7000 0.0002 0.3885 0.2801 0.3887

Longest 0.7235 0.4600 0.5620 0.5622 0.5624
FS-SM-IM 0.8273 0.6813 0.6405 0.5623 0.6407
FS-SM-Pos 0.6938 0.6920 0.6047 0.5695 0.6049

FS-SM-Rank 0.7283 0.7287 0.6510 0.6206 0.6513
FS-SM 0.7626 0.7606 0.6932 0.6658 0.6932

4 Experimental Setup and Results

4.1 Dataset and Implementation Details

We conduct our experiments on the following datasets.

– Car Manual dataset: This dataset (provided by iNAGO Inc. 4) consists of
4672 QAs created by human annotators from two car manuals (Ford and

4 http://www.inago.com/
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GM). We randomly divided 80% of the dataset into training, 10% validation
and 10% test. In this dataset, sentences can be divided into two different
classes with label ‘0’ and ‘1’. Label ‘1’ for a sentence means that humans
identify it as a worthy sentence . Sentences with label ‘0’ are irrelevant
sentences.

– Processed SQuAD dataset: We use the Stanford Question Answering Dataset
(SQuAD) [24], a machine reading comprehension dataset, which offers a large
number of questions and their answers extracted from Wikipedia through
crowdsourcing. Each example consists of a sentence from an article with its
associated question generated by human and its corresponding paragraph.
We use this dataset with the same setting as (Du et al., 2017). The data has
been split into training set (70,484 question-answer pairs), dev set (10,570
question-answer pairs) and test set (11,877 question-answer pairs).

We train our models with stochastic gradient descent using OpenNMT-py [14],
an open source neural machine translation system, with the same hyperparame-
ters as in [6]. The learning rate starts at 1 and is halved at 8th epoch. We train
a two-layer LSTMs with hidden unit size 600 for 15 epochs.

Table 2. Evaluation results for sentence selection on Car Manuals dataset. The best
results are highlighted in boldface.

Method (Car manuals) Precision Recall Accuracy Macro-F1 Micro-F1

ConceptTypeMax 0.6689 0.3679 0.4740 0.4744 0.4747
ConceptMax 0.6690 0.3680 0.4746 0.4747 0.4750

LexRank 0.7508 0.4129 0.5318 0.5328 0.5330
Emb 0.39 0.0002 0.3548 0.2619 0.3548

Longest 0.5436 0.2990 0.3850 0.3855 0.3858
FS-SM-IM 0.5511 0.5706 0.5805 0.5798 0.5808
FS-SM-Pos 0.6576 0.6531 0.6569 0.6572 0.6574

FS-SM-Rank 0.6094 0.6077 0.6189 0.6196 0.6200
FS-SM 0.7641 0.6896 0.7150 0.7152 0.7155

4.2 Evaluation Metrics

To evaluate sentence selection methods, we use precision, recall, accuracy, and F1
scores. For question generation, we report BLEU-1, BLEU-2, BLEU-3, BLEU-4
[22] and ROUGE-L [16] scores based on the package in [28] for evaluating natural
language generation. BLEU-n is a modified precision of n-grams between the ref-
erence and generated sentences, while ROUGE-L compares the longest matching
sequence of words between system-generated and reference counterparts.

4.3 Question-worthy context Results

We compare our feature-based question-worthy sentence extraction method (FS-
SM) with a number of baselines, including LexRank, ConceptTypeMax, Con-
ceptMax, and Longes proposed in [4]. In [4], it was shown that LexRank is
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the best question-worthy sentence identification strategy on most datasets. This
strategy is based on summary scores of the LexRank [7] summarization method.
The ConceptMax and ConceptTypeMax strategies consider the total number of
entities and the total number of entity types in a sentence, respectively. In addi-
tion, we examine the embedding feature (Emb method) proposed in [26] which
represents the sentence content. To analyze the effect of each type of features,
we evaluate three variants of FS-SM:

– FS-SM-Pos: A version of FS-SM whose classifier is trained by considering
just the POS-tag features

– FS-SM-IM: A version of FS-SM whose classifier is trained by considering
just the sentence importance features

– FS-SM-Rank: A version of FS-SM whose classifier is trained by considering
just the rank features

Tables 1 and 2 show results on the Car Manuals and SQuAD datasets. The results
show that the FS-SM method significantly outperforms the other baselines in
terms of classification evaluation metrics. From Tables 1 and 2, it can be seen that
all versions of the FS-SM method achieved better results than other strategies.

4.4 Question Generation Results

We compare FS-SM-seq2seq (our QG method) with some baselines for question
generation. Tables 3 and 4 show the results for the following QG methods:

– Vanilla seq2seq: The basic seq2seq model [30] whose input is a sentence.
– Transformer: Transformer model is a neural network based seq2seq model

based on the attention mechanism [1] and positional encoding [32]. Its input
is a sentence.

– Para-seq2seq: A seq2seq model with the 2-layer attention strategy [25] where
for each input sentence its whole paragraph is used as its context.

– ConceptMax-seq2seq: A seq2seq model with the 2-layer attention strategy
[25] that uses the question-worthy sentences identified by ConceptMax from
the paragraph of the input sentence as the question-worthy context.

– LexRank-seq2seq: A seq2seq model with the 2-layer attention strategy [25]
that uses the question-worthy sentences identified by LexRank from the para-
graph of the input sentence as the question-worthy context.

– FS-SM-seq2seq (our method):A seq2seq model with the 2-layer attention
strategy [25] that uses the question-worthy sentences identified by our pro-
posed sentence selection method from the paragraph of the input sentence
as the question-worthy context.

We chose LexRank and ConceptMax as an alternative context selection method
to compare with our method because they can identify important sentences
better than other strategies evaluated in [25]. It can be seen from Tables 3 and
4, FS-SM-seq2seq outperform other compared methods on all metrics on the
SQuAD data set and on most metrics on the Car Manuals data set.
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Table 3. Question generation evaluation on car manuals on SQuAD

Model (SQuAD) BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L

Vanilla seq2seq 31.34 13.79 7.36 4.26 29.75
Transformer 37.528 18.097 9.457 5.0143 26.600

ConceptMax-seq2seq 41.700 16.551 8.205 4.099 28.772
LexRank-seq2seq 41.057 17.168 8.494 4.099 28.055

Para-seq2seq 33.152 13.786 06.585 03.2867 27.6876
FS-SM-seq2seq 43.27 18.86 9.00 4.48 30.58

Table 4. Question generation evaluation on car manuals

Model (Car manual) BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L

Vanilla seq2seq 34.6012 16.5057 10.11052 6.598 28.1247
Transformer 28.1243 11.5928 6.3074 3.4219 25.2176

ConceptMax-seq2seq 35.2702 14.7947 9.3679 5.2965 26.9364
LexRank-seq2seq 35.4368 0.1601 9.764 6.1662 28.08

Para-seq2seq 35.13123 15.97419 9.2094 5.5600 28.0959
FS-SM-seq2seq 36.9870 17.6561 9.7696 5.41238 29.5423

5 Conclusion and Future Work

We presented a method for selecting question-worthy sentences from a text pas-
sage and using these sentences as contexts for question generation. For iden-
tifying question-worthy sentences, a feature-based method is designed based
on context-based and sentence-based features. A 2-layer attention strategy is
applied to incorporate the question-worthy context into a seq2seq model. Ex-
perimental results showed that using the question-worthy context for question
generation seq2seq models have achieved better results than baselines on both
Car Manuals and SQuAD datasets.
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